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1. Introduction 

Mont-Blanc 2020 was the last of a long series of projects. The initial concept when we started 
in 2011 was very disruptive: leveraging mobile (Arm) chips and their power-efficiency to run 
HPC applications. The successive Mont-Blanc projects have witnessed and accompanied the 
rise of Arm processors in servers: the current Fugaku system ranked first in the TOP500 has 
reached the apex of high-end Arm CPUs, and this validates our initial motivation.  
 
Whereas the previous Mont-Blanc projects pioneered the development of prototype HPC 
systems based on existing Arm processors and of the matching software ecosystem, Mont-
Blanc 2020 focused on processor design. Our vision was to stimulate the European industrial 
capacity in processor design and boost the skills necessary for chip design, so as to contribute 
to the creation of a complete European value chain for high performance processing - and 
therefore to European sovereignty in the provision of HPC technology. 
 
One of the strong points of the Mont-Blanc projects has been industry/academia collaboration, 
and Mont-Blanc 2020 was no exception, with a team of three core partners with complementary 
profiles (Arm, Atos, BSC), three active SMEs (Kalray, Semidynamics, Sipearl) and prominent 
research partners (BSC, CEA, Jülich Supercomputing Centre). This was instrumental in 
ensuring that the homegrown technologies developed within the project are or will be actually 
rolled out in European and international systems and further projects. 
 
Note: besides this deliverable, a full report on the main project outcomes was published as a 
research paper and presented at the DATE’21 conference in February 2021. 

2. Objectives 

The Mont-Blanc 2020 project aimed to trigger the development of the next generation 
industrial processor for Big Data and High Performance Computing (HPC). MB2020 meant to 
pave the way to the future low-power European processor for exascale, by defining the 
System-on-Chip (SoC) architecture and implementing new critical building blocks to be 
integrated in such a SoC. 
 
In particular the main objectives of the MB2020 project were: 
 

• Define a low-power System-on-Chip (SoC) implementation for exascale, with built-in 
security and reliability features. 

• Introduce technology innovations such as the Arm Scalable Vector Extensions (SVE) 
and High Bandwidth Memory (HBM) to improve efficiency for real-world applications. 

• Develop, validate and demonstrate key IP modules such as an on-die Network-on-
Chip (NoC) and a high-bandwidth low-latency memory hierarchy solution. 

• Provide a working prototype exhibiting these key components with an FPGA-based 
demonstrator, following a codesign approach based on real-world applications. 

• Explore the reuse of these building blocks to serve other markets than HPC. 
 
Due to the cost, the MB2020 partners did not plan to go to production, however the 
consortium was totally focused on implementing, with the ambition to quickly industrialize the 
proposed research through follow-up industrial projects. 

  

https://www.montblanc-project.eu/project/publications/mont-blanc-2020-towards-scalable-and-power-efficient-european-hpc-processors
https://www.montblanc-project.eu/project/publications/mont-blanc-2020-towards-scalable-and-power-efficient-european-hpc-processors
https://www.montblanc-project.eu/press-corner/events/date-2021
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3. Main scientific and technological results 

The Mont-Blanc 2020 project has produced several results on scientific and technological 
plans. We intend here to highlight a selection of these results.  

3.1 SVE-enabled core performance modelling  

 
For the compute unit, the MB2020 choice was to use ARMv8 ISA. Especially, the new Scalable 
Vector Extension (SVE) optimized for Arm based servers and HPC/AI applications. In addition 
to the strong technological relevance for high end cores, the objective is to achieve fast market 
adoption. The processor needs to be designed using an instruction set architecture (ISA) 
backed with a dynamic software ecosystem. Capitalizing on the ecosystem developed in 
previous Mont-Blanc and other international projects, the project introduced novel technology 
namely SVE for which no available hardware was ready at the project start. SVE-enabled core 
performance model was required to evaluate these new advanced instructions which 
introduced a new paradigm by being length agnostic. 
 
The new Gem5 simulation framework was delivered and published.  
It is now upstream and can be downloaded from the official repository:  

➔ https://gem5.googlesource.com/public/gem5. 
➔ Add-on: activity-based power modeling using SVE stats 

https://gem5.googlesource.com/arm/gem5/+/mb2020/d4.2 
 
In fact, we extended the gem5 simulator so that these instructions are properly decoded and 
understood by the simulator. In addition, an optional power modelling of the SVE Unit is also 
available. We further extended three processor models in gem5 with support for the new 
concepts and functionalities.  
 
More than that, we have built with this Gem5 framework a complete scalable processor 
model matching the MB2020 vision.  
 

Table 1: Description of the Gem5 processor model 

 
 
Then, we have ported a selection of representative applications including apps running on Curie 
supercomputer plus mini-applications and synthetic kernels. 
Porting applications to SVE is a challenging task due to the lack of real hardware platforms to 
develop, debug, and test the applications. On top of this, the maturity of the software ecosystem 
toolchain, including compilers, libraries, and debuggers, presents additional challenges. For 

https://gem5.googlesource.com/public/gem5
https://gem5.googlesource.com/arm/gem5/+/mb2020/d4.2
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example, well optimized numerical and algebraic SVE-enabled libraries are still in its infancy 
and some of the functionality is not yet available. Moreover, SVE support in popular debugging 
tools like GDB is still lacking. During our porting efforts we have relied on emulation (ArmIE) 
and simulation (gem5) environments. While these environments have their own limitations, e.g., 
execution speed, they have proven to be invaluable to accomplish the level of porting required 
for the project. As real-world implementations of SVE become available in commercial chips, 
and with the advancements we have seen in the software ecosystem tools; developing and 
porting SVE applications will become a much simpler task.  

Finally, the gem5-based simulation environment that allowed us to validate the correct 
execution of the ported applications is now publicly available. This environment has also been 
used to evaluate application performance under different vector lengths and memory 
hierarchies. 

Many of the features we developed for our Simulation Framework are already used outside of 
the project. The level of validation reached after porting and optimizing the apps makes the 
delivery very valuable for the developer’s community. In addition to the need for trace 
generation in our codesign methodology, it can be used for performances studies and software 
stack development. 

3.2 MB2020 Veloce demonstrator 

The project has developed a unique codesign methodology for SoC infrastructure 
architecture, verification, and optimization. MB2020 proposes an innovative platform to build 
HPC processors. The purpose of the demonstrator flow is to verify these components in a real-
world application environment and extract meaningful performance metrics. Mont-Blanc 
projects have always delivered working prototypes to converge and demonstrate the work done. 
 

 
Figure 1:MB2020 Veloce demonstrator 

The methodology is based on hardware emulation. Before any silicon sample is produced, the 
only way to enable demonstration at hardware speed using representative workloads is to 
accelerate full SoC RTL simulations with an emulation platform. The project is relying on the 
Veloce Strato Emulator from Mentor Graphics. 
With trace injectors playing the role of Arm cores, this becomes a scalable approach in 
which the resources of the emulator are reserved for the design under test. Performance 
extractions are provided thanks to a collection of hardware counters. The analysis of the results 
is facilitated thanks to visualization tools showing latency distribution, congestion map and 
many other statistics. Moreover, the simulation is accelerated. The speed-up ranges from 
x1000 to x10 000 for some of the applications.  
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Codesign is always a challenge but here we had to enable efficient interactions between HW 
and SW teams from different organizations (Industrials and Academics). The emulation flow 
had also to mix professional EDA toolsuit from Siemens with open source tools.  For that 
purpose, we have developed a bridge between the two worlds: the trace injector. It translates 
traces from Gem5 core execution into messages which are compliant with the components 
forming the SoC memory hierarchy. The trace injector first implements a transactor interface to 
read a trace file and on the other side acts as a requester agent. It includes a L2 cache and a 
CHI bus interface to mimic an Arm core.  
The emulation flow is available demonstrating the functionality and the performance of the 
processor memory hierarchy under realistic workloads. The project has delivered innovative 
IPs, a topology generator, and the methodology to evaluate several configurations. The 
MB2020 use case proves the relevance of the design and illustrates how to arbitrate tradeoffs 
for high performance computing. Nevertheless, the flexibility of the IPs opens to a larger 
spectrum of use cases targeting other markets. The trace injector can also replace other types 
of cores even an accelerator. 
 
The whole demonstrator flow has been a multi tasks effort that includes multiple tools and 
intellectual property (IP) components. The figure hereunder shows a high-level overview of 
the different components that contributed to the emulation platform and the demonstration flow.  
 

 
Figure 3: overview of the demonstration flow 

3.3 A low power Network on Chip (NoC) 

The Network on Chip is an essential module of the next high-performance processors. With the 
new High Bandwidth Memories and high-performance cores, it must handle a very high 
message rate and bandwidth while maintaining low latency. In the Mont-Blanc 2020 project, we 
focus on designing a NoC generator based on the new CHI protocol that can handle up to 128 
ARM cores and different memory types. The NoC can manage the requirements of the Scalable 

Figure 2: Examples of statistics extracted from MB2020 demonstrator 
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Vector Extension (SVE) set of instructions developed to target HPC workloads, it supports 
cache coherency, cache stashing, snoop filtering, atomics transactions and distributed last level 
cache to limit data movement. It is highly configurable and can be adapted to meet the 
requirements of different chip markets: edge computing or AI. We used an implementation tool 
that allows different configurations while enabling fast iterations for sizing, profiling, modeling 
and performance estimations.  
 
The NoC implementation is scalable and modular based on custom building blocks CrossPoints 
(XP), Snoop Filter (SF), Home Node (HN) and Last Level Cache (LLC). They can be connected 
and configured thanks to an automated generation tool. It supports up to 128 requesters nodes 
(RN) representing the cores and is flexible enough to match the MB2020 targeted topologies. 
The generated NoC can be customized including the following parameters: number of instances 
of each IPs, number of links, routing algorithm, Last level cache and Snoop Filter size and 
organization, buffering depth, address mapping and interleaving function.  
 

 
Figure 4: NoC topology generated with XP and HN building blocks 

 
The NoC implements the CHI protocol, which is natively used by ARM high performance cores. 
The coherency protocol between the cores is handled by the Home Node (HN) which is also 
the point of serialization where the ordering between requests from different agents is 
determined. It embeds a Snoop Filter to reduce coherence protocol overheads, and a Last 
Level Cache to limit data movement. Direct Memory (DMT) and Direct Cache Transfers (DCT) 
are used to reduce the read latency by permitting the memory and the cores to send data 
directly to the requesters. 

The Snoop Filter is implemented to avoid sending snoops to all RNs when checking whether 
they have a cached copy of a cache line. To reduce its memory size but keep a very low level 
of evictions initiated by the snoop filter, techniques such as twin lines, coarse mode and victim 
buffer can be implemented by the NoC generation tool. The twin lines implementation is used 
in the emulator to reduce the memory size by 22%. 

A mesh topology is used for its scalability. As there is a dependency between the different CHI 
channels, request (REQ), response (RSP), data (DAT) and snoop (SNP), it is necessary to 
make sure that they can flow independently of each other to prevent protocol deadlock. This 
independence is guaranteed using a dedicated mesh network for each channel. Multiple 
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physical channel lanes of the same kind can be used between two XPs to increase the 
bandwidth. 

tables in each XP input port to guarantee the best load balancing and an efficient use of paths. 
The supported routing algorithms include Dimension ordered Routing or any kind of turn models. 
Multicasting of snoop messages is implemented not only at the Home node output but 
throughout the network with a one hot encoding of the destination in order to optimize link usage. 

In order for the NoC to manage cache coherency between clusters and memory access with 
throughput comparable to the aggregated cores bandwidth; the Home Node protocol engine, 
the associated Snoop Filter, and the Last Level Cache are split in 32 or 64 slices. With 1MB 
per slice, the total LLC size can reach up to 64 MB. The recommended sizing is to have as 
many slices as there are cores in the SoC to sustain their throughput.  

To meet the reliability requirements, all buses are protected with ECC throughout the mesh 
network and, in the Home Node, all the RAM memories are also protected. SECDED (Single 
Error Correction and Double Error Detection) protection is used for critical parts such as the 
Last Level Cache or input buffers whose data cannot be recovered. The Snoop Filter Presence 
Vector is protected with SED as it is possible to broadcast a snoop to recover the data. 
Techniques such as poison data are used to avoid raising an error when a cache line is 
corrupted but never used. 

Power consumption must be a differentiator that allows to build sustainable systems with a 
reasonable total cost of ownership. To achieve a very high efficiency, the NoC implements 
state-of-the-art power design techniques such as power islands and clock gating. The NoC 
mesh is clocked at 1 GHz and an ultra-low power mode with a clock running at 500 MHz and a 
lower voltage is implemented. 

The biggest challenge is to provide a configurable NoC with a high message rate and low 
latency. This can be achieved thanks to the use of multiple slices of the Home Node, a large 
Last Level cache to limit data movement outside the NoC, custom routing algorithms to 
decrease the congestion in the center of the mesh, snoop multicast throughout the network to 
optimize the links usage, and Direct Memory and Direct Cache Transfers to reduce the read 
latency. 

The MB2020 codesign methodology (from real applications to architecture definition) was 
extremely useful to set the various NoC parameters. The optimization cycle starts by setting a 
first value for the parameters then we evaluate performance and identify the potential bottleneck. 
Finally, we change the parameters and rerun the cycle until the requirements are met. For 
example, the routing algorithm and the memory mapping have been customized to balance the 
traffic and optimized the flows streaming over the NoC. An holistic approach for the whole 
memory hierarchy is then possible including the cache sizing and the memory controller options. 

3.4 Processor Blueprint for HPC 

The MB2020 project has a symbiotic relationship with the European Processor initiative (EPI). 
The EPI project has a roadmap with successive steps to deliver EPI processor solutions. The 
MB2020 proposal is to build a blueprint of a HPC processor compatible with the common 
processor platform defined by EPI architecture team. It shall capture both the requirements 
from the MB2020 codesign studies and the requirements defined by the EPI project which 
covers more tasks on implementation, manufacturing, and cost analysis. The MB2020 blueprint 
focuses on the main functions of the processor: cores, memory hierarchy and external 
interfaces. It provides the sizing and the topology connecting the main IPs developed in the 
scope of MB2020 project.  It relies on the power efficiency objectives given by the EPI project. 
In other words, the blueprint proposes an optimized usage of the MB2020 IPs respecting the 
requirements of the common processor platform. 
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A bi-die MB2020 SoC can be designed with two identical CPU dies or one CPU die and an 

accelerator die. In both cases a total of four HBM devices (two connected to each die) is 

available. 
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Figure 5: MB2020 SoC overview 

 

The dual die version of MB2020 SoC results with the following metrics: 

- 4 DP TFLOPs peak with the SVE units running @ 2Ghz (3 DP TFLOPs running @ 

1,5Ghz) 

- 0,45 ratio for Byte of memory bandwidth per FLOP 

- The compute efficiency estimation using 256 bits wide SVE units running @2Ghz has 

not been provided. 20 DP GFLOPs per Watt seems an ambitious and achievable 

target. 

The MB2020 SoC can either be used in a general-purpose compute node featuring two SoCs 

connected on board via CCIX links but also a very energy efficient hybrid compute node with 

an embedded accelerator in the same package. 

 

Table 2: Main features of the bi-die version of MB2020 SoC 

General purpose computing for HPC 

Computing Armv8 cores embedding 2x SVE-256 bits 

units for general purpose HPC workloads 

128 cores + spares  

 

Network on Chip 2D mesh cache coherent network 

up to 64GB/s per lane 

MB2020 NoC with native CHI protocol   

 

8x8 mesh with 2 cores and 2 Home 

Nodes per Xpoint 

Xpoint to Xpoint interface: 

2x DAT channel 

3x REQ channel 

3x RSP channel 

1x SNP channel 

System level 

cache 

Total LLC of 128 MB 1MB slice per Home Nodes 
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64 Home Nodes + 8 spares 

HBM interface 4x HBM2E interfaces running @3,6Gb/s 

32x MB2020 HBM controllers 

Bandwidth 1,8 TB/s 

2 HBM controllers per Xpoint 

High speed 

interface 

128 lanes running @32Gb/s 

Divided in 8 ports Multi-protocol, each port 

can be configured as: 

 CCIX (processor to processor or processor 

to accelerator interface), 

 CXL (memory extension interface)  

PCIExpress (processor to PCIE endpoints: 

accelerator or network or storage interface) 

Configuration example for a general 

purpose two-socket node: 

- Four x16 CCIX ports 

between the two SoC 

sockets 

- Two x8 CXL ports to DDR 

attached memory 

- One x16 PCIE port to the 

network 

- One x4 PCIE port to NVME 

disk 

 

Other interfaces USB, I²C, SPI, PMBus, UARTs, JTAG, 

debug and testability ports 

 

Security 

management 

SMS Security subsystem 1 master + four slave cores 

Per chiplet (one master chiplet) 

Power 

management  

CPM Central Power Manager core plus On-

Interposer Voltage Regulator (OIVR) 

Per chiplet (one master chiplet) 

 

3.5 Acceleration interface and programming model for deep 
learning inference and computer vision 

The project has the supplementary mission to explore other markets than HPC to reinforce the 
economical sustainability of a homemade processor. The markets opportunities for automotive 
and edge computing use cases are envisioned. 
 
The purpose of the MPPA FPGA Emulation Platform is to demonstrate the integration of the 
MPPA acceleration tile into an ARMv8-based SoC and interconnect standards, first on the 
architecture level, then on the software stack for offloading. The main system architecture 
change enabled by this integration on a SoC, compared to a conventional PCIe connection 
between the host and the accelerator, is that the accelerator device memory is part of the host 
system memory. This obviates the need for using the PCIe DMA to move application buffers 
between the system memory and the device memory. 
 
The demonstration of Realtime deep learning inference and computer vision has been delivered 
in the scope of the project. The work has been focusing on the accelerator interface between 
general purpose Arm cores and the MPPA accelerator designed by Kalray. Converging with 
the MB2020 vision, the platform embeds an accelerator connected by an efficient interface. The 
working prototype running on FPGA with the associated software stack is successfully tested 
and available. The MPPA products line will directly benefit from these developments. The test 
vehicle addresses two aspects: the processor interface and the programming model.  
 
This prototype demonstrates the offloading of complex applications from an ARM processor 
running Linux with OpenCL to a Kalray MPPA Cluster accelerator. The demonstration 
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platform is based on an Intel Stratix 10 SoC which consists of a ARM Cortex-A53 4-core HPS 
(Hard Processor System) and FPGA fabric used to emulate a Kalray MPPA Cluster.  

 

 
Figure 6: Components of the Stratix-10 MPPA Emulation Platform. 
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4. Impact, general findings and lessons learnt 

4.1 Impact 

The top Mont-Blanc 2020 impact is without doubt that the project provided the foundation to 
develop a family of European-grown processors, and in particular for a processor that can 
power the future European Exascale supercomputers. MB 2020 developed IP for a low power 
Network on Chip (NoC). This IP will be a foundation for the NoC in the next generation EPI 
processors. Our NoC and related NoC IPs are also integrated in Atos’s IP portfolio that will 
serve future commercial and research projects. 
 
Beyond the IP portfolio for a European SoC, it was equally important to reinforce the skills 
necessary for chip design. The consortium therefore made important efforts to share and 
perpetuate the knowledge, methodology and tools used/developed by the project for processor 
simulation and virtual prototyping, i.e. the tools that allowed our researchers to test applications 
and evaluate future performance prior to silicon availability. 
We developed a unique co-design methodology for SoC infrastructure verification and 
optimization, building a bridge between the CAD tools used by our industrial partners and the 
open source tools used by our academic partners.  
The Consortium members shared this knowledge through many workshops, tutorials and 
hackathons. And many of the features we developed for our Simulation Framework are already 
used outside of the project. For example, Mont-Blanc 2020 was instrumental in the 
implementation of SVE instructions in gem5, which is part of the official open source release 
20.0 of gem5. Another example is the SVE-related improvements to the MUlti-scale Simulation 
Approach (MUSA) developed within Mont-Blanc 2020, which are used within EPI. 

4.2 Products 

Due to the cost, the MB2020 partners could not go to production, however the project was to-
tally focused on implementing. The partners performed IP design and ASIC design, including 
real coding and physical implementation on 7 nanometers. The technology was demonstrated 
on an FPGA-based emulator. This required an advanced level of IP, a real design with 
constraints almost at production level.  

4.3 Industrial collaborations / exploitation 

One of the strong points of the successive Mont-Blanc projects has been industry/academia 
collaboration, and Mont-Blanc 2020 was no exception, with a team of three core partners with 
complementary profiles (Arm, Atos, BSC), three active SMEs (Kalray, Semidynamics, Sipearl) 
and prominent research partners (BSC, CEA, Jülich Supercomputing Centre). 
 
We consider that exploitation is relevant for all partners, whether industrial or academic, 
therefore: 

• all Mont-Blanc 2020 partners have Exploitable Results, 
• all “commercial” Mont-Blanc 2020 partners have already integrated or will integrate 

some outcomes of the project in their products/offer, 
• all academic Mont-Blanc 2020 partners are already using or planning to use some 

out-comes of the project for further research projects. 
 
Our most significant exploitations are the following: 

1. The IP for NoC developed in Mont-Blanc 2020 is part of the next generation EPI 
processor. 

2. MUSA was released as part of EPI deliverable D5.1 MUSA Multi-Level Simulator for 
ARM ISA. This includes the support for Arm developed during MB2020.  
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3. Support for the Arm Scalable Vector Extension (SVE) ISA in the gem5 performance 
simulator is included in the gem5 20.0 official open source release. 

4. The NoC and related NoC IPs have been integrated in the Atos IP portfolio, ready for 
re-use in future commercial or research projects. 

5. Contribution to Kalray tools/products based on MPPA. Arm core as host for Kalray 
acceleration configuration has been developed during MB2020. 
 

It is worth highlighting that the variety of these exploitations (from tools to products, also 
including Open Source release) reflects the variety of the outcomes of the Mont-Blanc 2020 
project for different types of partners. 

4.4 Dissemination  

Following on from the significant dissemination effort made by the previous Mont-Blanc 
projects, the Mont-Blanc 2020 team dedicated a lot of energy to promoting the project and its 
outcomes. 
 
A total of 48 dissemination 
activities were held during the 
lifetime of the project, including 
22 peer-reviewed publications, 
6 invited talks, as well as booths 
at tradeshows, presentations at 
workshops, peer-reviewed 
posters, hackathons, tutorials, 
and a MOOC. 
 
One of the main dissemination 
highlights for MB2020 is the 
coordinating role played by the 
project to organise joint 
activities with other European 
Exascale projects, and 
particularly joint booths at 
tradeshows – until Covid-19 
struck.  
 
Media coverage was good for such a technical project, with 23 articles mentioning Mont-Blanc 
2020 during the project lifetime.  
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4.5 Towards an Exascale level processor (through Mont-
Blanc 2020 & EPI projects)  

The synergy between EPI and MB2020 project has been strongly reinforced by the inclusion of 
SiPearl into the MB2020 consortium. It provides seamless interface to the specification of the 
EPI processor. SiPearl can monitor the tests configuration and ensures that the conclusions 
are relevant for the exploitation in EPI. Moreover, the analysis of the results will drive the 
specification of the next generation of IPs especially the NoC which will be developed in the 
EPI SGA1 timeframe. The additional features augmenting the NoC performance and flexibility 
are defined converging the outcomes of MB2020 and the EPI needs. Symmetrically, MB2020 
also beneficiates from EPI work. For example, The PPA (performance Power and Area) 
estimations of MB2020 IPs are based on floorplanning information provided by EPI teams. 

4.6 Lessons learned / Vision  

First, the project has been early adopter of SVE technology. In our opinion, SVE is ready to hit 
the market and is likely to see a quick adoption by the HPC community. With respect to the 
SVE ISA, we have found that it is easy to reason about its vector length agnostic paradigm, 
which enables to write simpler and shorter code. More importantly, its C language extensions 
and datatypes are much more intuitive and comprehensive than other currently available 
solutions. 
The recommended vector length for MB2020 SoC is 256 bits. While the peak performance per 
Watt ratio looks promising when selecting a wider vector Unit. The rare performance 
improvement seen on the selected applications by selecting the 512 bits wide SVE Unit does 
not compensate the additional cost in power consumption (42% more).  
 
One of the main objectives of the MB2020 project was to understand the trade-offs between 

vector length, NoC bandwidth and memory bandwidth to maximize processing unit efficiency. 

The numerous simulations run on the emulator platform were at scale and with various 

applications. The results provided insights on the real memory traffic profile and on the key 

features of the memory hierarchy components from the cores generating to the memory 

controllers.  

The real memory bandwidth needs for the cores was overestimated. The simulated topology 

showed 32 injectors for 1TB/s of memory bandwidth. None of the applications were saturating 

the memory bandwidth. That is why, a total memory bandwidth of 1,8 TB/s is proposed for 128 

cores in the MB2020 SoC blueprint. 16GB/s of bandwidth per core is a good compromise. 

Secondly, there is a very important need of tuning and optimization in each of the memory 

hierarchy component. It implies that flexibility and programmability are required and that a pre-

silicon methodology to configure and evaluate the performance is mandatory. The many cores 

architecture is challenging, maintaining low latency while increasing number of cores and 

throughput. The cores shall have to maintain more inflight transactions, the Network on Chip 

shall avoid congestion and limit data movements and the memory controller shall fulfill the 

memory interface. A bottleneck anywhere in the SoC directly hurts the performance. The 

codesign methodology have shown that there are many parameters to set. For example, the 

optimization cycle involves the routing algorithm of the NoC, the sizing of the resources (caches, 

buffers), the interleaving function to ensure a well-balanced spreading to memory, the memory 

mapping to create locality and to drive preferred sequence of addresses in the memory devices 

and many more...  
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One of the biggest challenges was to sustain the message rate inside the Home agent of the 
NoC. The Home agent implements the rules and actions of the CHI coherency protocol. It is a 
key contributor to the overall performance by its sizing and its frequency of operation. The 
memory mapping and interleaving functions have also a major impact on the data flows and 
the memory utilization. The MB2020 SoC proposed topology inherits from these lessons. The 
topology adds one Home agent per core. Besides, the mesh can be divided in four identical 
quadrants.  

The continuous increase of the core count will not be sustainable with a monolithic mesh 
topology. Locality and memory affinity are good answers. The quadrant mode dividing the SoC 
into four domains reduces latency and congestion.   

Furthermore, a multi-die NoC is the future innovation needed. Many core architectures lead to 
increase the die size up to the reticle limit. The cost of silicon wafers is growing and especially 
large dies. The trend is to build smaller dies, each manufactured in its optimal technology (5nm 
for cores but 10nm for I/Os for example). That is why, the NoC must support multi-die physical 
layer but also a new coherency protocol optimized for on package distance. CHI is well suited 
for on die connection while CCIX was created for inter socket connections. A new standard 
protocol can be more efficient. The protocol must be based on CHI transactions to avoid costly 
bridging, but a new proxy agent designed for die to die connection would be more performant. 
It is extremely important to also consider that the number and the variety of dies populating the 
SoC will increase. The interposer will become a switch passing messages between 
accelerators, general purpose cores, HBM devices and external interfaces. 

 

The codesign phase based on real execution traces extracted from a list of selected 
applications is mandatory. It must be scalable. In the MB2020 approach most resources are 
saved for the real design and only less than 15% of the emulator capabilities are consumed for 
the injectors. The simulation speed-up is between x1000 and x10 000 when comparing with 
conventional simulation. It was confirmed that the simulation must be at scale to detect the 
performance issues. Moreover, the performance monitoring counters added in the IPs is critical 
to understand and correct the unexpected behavior. The overall demonstrator infrastructure 
from the core models to the exploitation and visualization of the results has been proven within 
the definition of the MB2020 SoC topology. The tools to generate quickly several configurations 
of the SoC topology and of the parameters have also been developed and showed their 
important in the design flow. 

 
European sovereignty in HPC technology provisioning is part of Mont-Blanc’s vision. The Mont-

Blanc IPs and results are already and will be re-used by the EPI project for the European 

Processor and then integrated in EuroHPC’s Advanced Pilots towards the European Exascale  

Supercomputers.  

The idea is also to revive an European ecosystem of SoC/accelerators fabless companies by 

enlarging the European IPs portfolio (NoC, memory controller), by developing SoC design 

methodologies and adding skills in state of the art silicon technology implementation. 
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5. Acronyms and Abbreviations 

 

ACE (or CHI) ACE, defined as part of the AMBA specification, extends the protocol 
with additional signalling introducing system wide coherency. This 
system coherency allows multiple processors to share memory.  

AMBA Advanced Microcontroller Bus Architecture : AMBA is a freely 
available open standard for the connection and management of 
functional blocks in a system-on-chip 

BXI  Bull eXascale Interconnect is a HPC interconnect network developed 
by Atos that increases the performance of HPC systems compared to 
other interconnects thanks to hardware acceleration and better 
scalability  

CCIX  Cache Coherent Interconnect for Acceleration aims to provide a high 
performance, cache coherent data link between processor hosts, 
coprocessor accelerators and network interface chips.  

CXL Compute Express Link aims to provide a high performance, cache 
coherent data link between processor hosts, coprocessor 
accelerators, memory expanders and network interface chips. 

CHI  Coherent Hub Interface.  

CPM Central Power Management 

CPU  Central Processor Unit.  

DCE  Detected and Corrected Error  

DDR Double data rate memory standard interface 

DMA Direct Memory Access is a module performing data movement from 
the CPU to the memory. 

DUE  Detected and Uncorrected Error  

DUT  Design Under Test  

DVFS  Dynamic Voltage and Frequency Scaling  

ECC  Error Correction Code is an algorithm for expressing a sequence of 
numbers such that any errors which are introduced can be detected 
and corrected (within certain limitations) based on the remaining 
numbers.  

EP End Point 

EPI  European Processor Initiative (cf. [EPI] reference). 

EPI GPP EPI General Purpose Processor 

FIT  Failure In Time  

FLL  Frequency Locked Loop is an electronic control system that generates 
a signal that is locked to the frequency of an input or "reference" 
signal  

FLOPS  Floating point operations per second is a measure of computer 
performance- Exaflops= 1018 floating point operations per second.  

FPA 
 

Framework Specific Grant Agreement: first level of EU funding 
scheme, permitting SGA proposals and realization.  

FPGA Field Programmable Gate Array  

GDSII  Is the language representation of a macro for implementation in a 
specific fab to specific process design rules.  

Hardmacro  An implementation of a macro that has been hardened to specific 
design rules.  
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HBM  High-Bandwidth-Memory. This is a 3D DRAM memory, integrating 
multiple layers of DRAM onto a logic layer implementing the HBM 
memory controller and physical interface, based on a high bandwidth 
wide data path. The HBM memory is standardized through the JEDEC 
consortium. The second generation, HBM2, was accepted by JEDEC 
in January 2016. The third is announced in production for 2019/2020 
and will be target for the exploitation of MB2020.  

HBMC High Bandwith Memory Controller 

HN Home Node: one of the NoC IPs 

HPC  High Performance Computing is the use of super computers and 
parallel processing techniques for solving complex computational 
problems.  

HPDA  High Performance Data Analysis refers to the use of high-end 
computing systems for data-intensive simulation and analytics.  

IP  Intellectual Property; in the context of the semiconductor industry, IPs 
mean blocks developed at logical or physical levels that can be 
integrated in a more complex design.  

ISA  Instruction Set Architecture.  

LLC  Last Level Cache refers to the caches which are farthest to the 
processor.  

Macro  A unit of IP used in the development of a SoC with defined 
functionality, for example a processor macro.  

MMU Memory Management Unit 

MPPA 
 
 
 
MTBF 

Massively Parallel Processor Array  
the commercial designation of 
the Kalray manycore architecture and processors. 
 
Mean Time Between Failure  

MUSA  MUlti-scale Simulation Approach, to be used in this project to simulate 
thousands of computing nodes.  

NIC  Network Interface Chip  

NoC Network on Chip 

NVMe Non volatile memory express. Standard interface to non-volatile 
memory over PCIExpress link. 

OpenCL Open Computing Language: an open standard framework for writing 
programs that execute across heterogeneous platforms consisting of 
central processing units (CPUs) and accelerators. 
 

PE Open Computing Language: an open standard framework for writing 
programs that execute across heterogeneous platforms consisting of 
central processing units (CPUs) and accelerators. 
 

PCIe Peripheral Component Interconnect is a standard defining computer 
buses. PCIExpress is the third generation of the bus. 

PPA Power Performance and Area  

QEMU QEMU (short for Quick Emulator) is a free and open-source emulator 
that performs hardware virtualization. 

RISC-V RISC-V is a free and open ISA enabling the design of a variety of 
processors from microcontroller to high end server grade CPU. 

RTL Register Transfer Level; RTL netlist is a description language for 
ASIC logical design 

SAM System Adress Mapping 
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SGA Specific Grant Agreement – second level of the EU funding scheme, 
defining a funded action according to a pre-defined FPA. 

SLC System level cache, also referred as LLC last level cache 

SMT Simultaneous Multi Threading 

SoC System on Chip 

Startix 10 SoC A Intel® Stratix® System-on-Chip that combines a quad-core ARM 
Cortex–A53 MPCore with the Intel® FPGA Architecture. 
 

SVE Scalable Vector Extension (SVE) is a vector extension for AArch64 for 
the A64 instruction set of the Armv8-A architecture. 

XP CrossPoint: one of the NoC building bloc (routing layer) 

Xpoint CrossPoint: one of the NoC building bloc (routing layer) 
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